Hyperacuity: Application to visual stabilization
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Abstract

Here we present the active CurvACE and its vi-
sual processing algorithm using sinusoidal vibra-
tion. The specific architecture and active tremor
of the eye enhance its spacial resolution leading to
a great positioning of the sensor relative to the envi-
ronment. Therefore, in the present paper, we used
a fully autonomous sighted twin-rotor robot with
two degrees of freedom named HyperRob, which
was equipped with the active CurvACE. Thanks
to its roll stabilization, HyperRob is able to sense
linear displacements relative to the visual environ-
ment with a field of view composed of only 8 by
5 ommatidia (40 pixels). The robot compensated
efficiently for strong lateral disturbances and large
displacements of the visual environment (a printed
panel). Experimental results confirmed that our ac-
tive compound eye was endowed with hyperacuity
and it can be a suitable candidate for providing the
micro aerial robotic platforms of the future with
visual odometry.

1 Introduction

In this study, a miniature artificial compound eye
(15mm in diameter) named CurvACE (Curved Ar-
tificial Compound Eye [1]) was endowed with hyper-
acuity. According to the definition proposed by G.
Westheimer [2]: ”Hyperacuity refers to sensory ca-
pabilities in which the visual sensor transcends the
grain imposed by its anatomical structure”. In the
case of vision, it means that an eye is able to locate
visual objects with a greater accuracy than the an-
gular difference between two neighboring photore-
ceptors Ap. To implement hyperacuity on an artifi-
cial compound eye, a periodic micro-scanning move-
ment of only a few degrees was used to make the
artificial compound eye locate contrasting objects
with a 40-fold greater resolution than that imposed
by the interommatidial angle. This approach was
inspired by the retinal micro-movements observed
in the eye of the blowfly Calliphora [3]. With such
a sensor, it was possible to achieve with a high ac-
curacy challenging robotic tasks like hovering and
odometry [4].
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Figure 1: (&) Schematic view of a compound eye,
showing the two main optical parameters of inter-
est: the interommatidial angle Ay, defined as the
angle between optical axes of two adjacent omma-
tidia, and the acceptance angle Ap, defined as the
angle at half width of the Gaussian shaped ASF.
Adapted with permission from [5]. (b) CurvACE
sensor and (C) the horizontal angular sensitivity
functions (ASFs) measured for each artificial om-
matidium along the equatorial row (red line). The
mean value of the interommatidial angle Ay ob-
tained in the middle row (red line) is 4.2° + 1.17°
(SD) and that of the acceptance angle is 4.2° +0.56°
(SD).

In its active version, the CurvACE eye has been
endowed with the following unexpected but useful
properties:

- a low spatial resolution, which reduces the
processing burden (figure 1)

- a blurred vision, which acts like an analog spatial
low-pass filter (figure 1)

- visual micro-scanning movements generated by a
tiny eccentric mechanism. (figure 2b)

Unlike the fly’s retinal scanning movements,
which result from the translation of the photore-
ceptors (see figure 2a) in the focal plane of each in-
dividual facet lens (for a review on the fly’s retinal
micro-movements see [6]), the eye tremor applied
here to the active CurvACE by means of a micro-
stepper motor with an eccentric shaft (figure 2b)



results in a periodic rotation of the whole artificial
compound eye.
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Figure 2: Optical axis rotation resulting from (a) a
micro-displacement ¢ of the pixels placed behind a
fixed lens (e.g., in the case of a compound eye of the
fly) or (b) a rotation of the whole sensor (e.g., in
the case of the active CurvACE sensor). The micro-
scanning of active CurvACE is subjected to active
periodic rotational movements ,,,q generated by a
miniature eccentric mechanism.

2.1 Visual Algorithm

Based on the previous knowledge designing 2-pixel
vibrating sensors ([7], [8], [9], [10]), it has been
shown that it is possible to locate feature with a
great accuracy. Moreover, Juston et al. [11] prove
that it is possible to discriminate an edge from a
bar and to give the position of the defined feature.
However, this study still involved only 2-pixels.

With active CurvACE, it is now possible to use
a large Region Of Interest (ROI) of several pixels
and duplicate the Local Processing Unit previously
developed. Figure 3 depicts the fusion algorithm
which leads to position and speed measurement.
This novel sensory fusion algorithm which is based
on the selection of the 10 highest contrasts, enables
the active eye (2D-FOV: 32° by 20°) to assess its
displacement with respect to a textured environ-
ments.

3 Robotic Application

3.1 Objectives

The objective was here to endow a visually con-
trolled robot, named HyperRob, with the capabil-
ity to:

- stay at a desired position (reference position) with
respect to the visual environment (a textured panel,
see figure 4)

- return to the reference position even in the pres-
ence of perturbation applied to the robot (lateral
disturbance) or the textured panel over which the
robot is flying.

Initial Position

Figure 3: Description of the sensory fusion algo-
rithm to assess the robot’s speed V,, as well as its
position X resulting here from a translation of the
textured panel with respect to the arbitrary refer-
ence position (i.e. the initial position if not reset-
ting during the flight). The 40 artificial ommatidia
(8%5) of the active CurvACE were processed by the
35 (7 x 5) Local Processing Units (LPUs). Then, a
mean of 10 selected AP; ; is used to compute the
linear speed and position.

3.2 Experimental setup

HyperRob equipped with active CurvACE is a twin-
rotor robot tethered at the tip of a rotating arm.
The robot was free to rotate around its roll axis and
could therefore make the arm rotate around its ver-
tical axis (the azimuth). The robot travelled along
a circular path with a radius of curvature equal to
the length of the arm (1m). Figure 4 shows the
robot with active CurvACE placed on the experi-
mental testbench.

In the following section, the experiments shows that
the robot is able to stay at its initial position thanks
to the vibrating active CurvACE estimating its lin-
ear speed and position, assuming that its gaze is
stabilized.

3.3 Experimental results

3.3.1 Lateral disturbance rejection above a
horizontal textured panel

Lateral disturbances were applied by pushing the
arm in both directions simulating gusts of wind. In
figure 5, it can be seen that all the lateral distur-
bances were completely rejected within about 5 sec-
onds, including even those as large as 40cm. Figure
5b and 5c show that the robot was always able to
return to its initial position. With its active eye,
the robot can compensate for lateral disturbance
as large as 359mm applied to its reference position
with a maximum error of only 25mm, i.e. 3% of the
flown distance.



Pseudo Lateral
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Figure 4: Experimental setup of the robot Hyper-
Rob

a) Active CurvACE with a region of interest (inset)
composed of only 40 artificial ommatidia (8 x 5),
each photosensor is composed of one pixel and one
lens. The field of view (FOV) covers about 33.6° by
20.2°. (Picture provided by courtesy of P. Psaila)
b) The robot HyperRob and its active CurvACE
sensor.

¢) The complete setup consisted of a twin-propeller
robot attached to the tip of a rotating arm. The
robot was free to rotate around its roll axis. Arm
rotations around the azimuth were perceived by the
robot as lateral displacements.

3.3.2 Stabilization relative to a moving
ground

In this experiment, the panel was moved manu-
ally and the robot’s reference position setpoint X*
was kept at zero. The robot faithfully followed the
movements imposed on the panel. The few oscilla-
tions which occurred were mainly due to the robot’s
dynamics rather than to visual measurement errors.
Each of the panel’s movements was clearly detected,
as shown in figure 6, although a proportional error
in the measurements was sometimes observed, as
explained above.

4 Conclusion

In this paper, we describe a vibrating small-scale
cylindrical curved compound eye, named active
CurvACE. The active process referred to here
means that miniature periodic movements have
been added in order to improve CurvACE’s spatial
resolution in terms of the localization of visual ob-
jects encountered in the surroundings. Hyperacuity
was achieved here by 35 Local Processing Units ap-
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Figure 5: Lateral disturbance rejection over a nat-
urally textured Panel

a) Robot’s position (in blue) superimposed on the
panel’s position (in red), both measured by the VI-
CON system.

b) The visual errors measured by the robot (red)
and the VICON (blue) were very similar. With
large disturbances, small errors occurred in the vi-
sual estimation of the robot’s position without no-
ticeably affecting the robot’s capability to return
automatically to its starting position.

¢) Ground-truth measurement of the robot speed
error (red curve) and the visual speed error (blue
curve) measured by the robot thanks to active Cur-
vACE.

plying the same local visual processing algorithm
across a ROI of active CurvACE consisting of 8 x 5
artificial ommatidia.

All the solutions adopted in this study in terms
of practical hardware and computational resources
are perfectly compatible with the stringent specifi-
cations applying to low-power, small sized, low-cost
micro-aerial vehicles (MAVs). Indeed, thanks to ac-
tive CurvACE, we achieved very accurate hovering
flight with few computational resources (only two
16-bit micro controller and few pixels (only 8 x 5).
However, the 1D visual scanning presented here is
not enough to enable free flight which would require
a novel 2D scanning system or another eye.
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Figure 6: Tracking a naturally textured Panel
When the textured panel was moved manually be-
low the robot, HyperRob automatically followed the
movement imposed by the panel.

a) Tracking of the panel by the robot. The red line
corresponds to the panel’s position and the blue line
to the robot’s position, both measured by the VI-
CON system.

b) Comparison between the position measurement
error given by the visual system (in blue) and the
ground truth data (in red) given by the VICON sys-
tem. The results show that the robot tracked the
moving panel accurately with a maximal position
estimation error of 39mm for a panel translation of
150mm.

and Equipex/Robotex projects (IRIS project under
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